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ABSTRACT 
In this paper, we propose an adaptive low-power bus encoding 
algorithm based on weighted code mapping (WCM) and the 
delayed bus technique. The WCM algorithm transforms an original 
bus data vector to a low-energy code through one-to-one mapping. 
The code mapping is determined by the data probabilistic 
distribution in the original sequence. The WCM algorithm 
considers both the self and coupling capacitance of the bus wires. 
In addition, we found that applying the delayed-bus technique can 
further reduce the bus energy. A window-based adaptive encoding 
algorithm is proposed to improve the energy saving by adaptively 
changing the code mapping when significant data changes are 
detected. Experimental results show that the proposed algorithm 
outperforms the existing heuristic bus encoding algorithms by 
20~60% in energy dissipation.  

Categories and Subject Descriptors 
B.7.1 [Hardware]: Integrated Circuits – Types and Design Styles 

General Terms 
Algorithms, Performance, Design 

Keywords 
low power, bus encoding, adaptive algorithm, data probabilistic 
distribution, weighted code mapping, delayed bus, window based 
change detection 

1. INTRODUCTION  
As technology scales down to deep submicron, distance between 
adjacent wires is decreasing, leading to the increase in inter-wire 
capacitances. Significant amount of power is dissipated in charging 
and discharging of parasitic capacitance between adjacent lines. The 
crosstalk energy is becoming the major component in bus 
energy[1]-[3].  

Extensive research works have been done for the optimization of 
bus energy dissipated on the coupling capacitances. One popular 
technique is to encode data before transmission and decode the code 
words at the receiver’s side. Most of the bus encoding algorithms 
needs extra bit lines to generate a larger code word space, from 
which codes with smaller energy dissipation can be selected.  

Existing bus encoding methods can be divided into two categories: 
heuristic and probabilistic-based. Among the heuristic algorithms, 
authors of [2] presented a “forbidden pattern” coding 
 
 
 
 
 
 
 
 

 scheme, which reduces crosstalk by eliminating certain high-
energy patterns in the transmitted data. Reference [4] introduces a 
“forbidden transition” coding scheme for crosstalk reduction, in 
which no adjacent bits can switch in opposite directions. An even-
odd bus-inverting algorithm was proposed in [3], which divides the 
data vector into groups of even bits and odd bits. Both groups could 
be inverted independently to reduce the cross-coupling energy. 
Authors of [11] introduced the “delayed bus” algorithm that spaces 
out the timing of the transitions on adjacent bus wires to reduce bus 
energy. The advantage of the heuristic algorithms is that they are 
simple for implementation, with low hardware and computation 
overheads. The shortcoming is that they do not consider the 
probabilistic distribution of the transmitting data, leading to limited 
energy savings. 

In the category of probabilistic-based bus encoding methods, the 
transition pattern coding scheme (TPC) [6], works effectively on 
general bus model with both the coupling capacitance and the line-
to-ground capacitance. The approximately optimal coding (AOC) 
scheme is introduced as a reduced version of TPC to reduce the 
runtime of searching. The TPC algorithm provides the optimal bus 
encoding, given the probabilistic distribution of the data. The 
shortcomings are that its effectiveness relies on the accurate 
information about the data sequence, and the hardware and 
computation overheads are high and increase exponentially with the 
increase of bus width [6][7]. 

In this paper, we propose a new adaptive low-power bus-encoding 
scheme. The proposed weighted code mapping (WCM) algorithm 
generates a one-to-one mapping from the original data to the coded 
data. In this algorithm, we first generate a set of codes with low 
bus-energy dissipation. Then based on the probabilities of the 
original data, we derive the mapping for minimum bus energy. In 
addition, we propose a hybrid algorithm that combines WCM 
algorithm with the “delayed bus” approach to further reduce energy 
dissipation. We also propose an adaptive algorithm that 
dynamically adjusts the encoding based on the change of the data 
probabilistic distribution. For proposed algorithm, the complexity of 
code searching and the hardware/computation overheads are 
significantly reduced, comparing to TPC or AOC. Comparing to the 
existing heuristic algorithms, the proposed algorithm provides more 
energy reduction by both eliminating more crosstalk transitions and 
considering the probabilistic of the input data. 

The rest of the paper is organized as follows. Section II introduces 
the background on the DSM bus model. The proposed algorithms 
are presented in section III. In section IV, experimental results are 
presented and analyzed in detail. Section 5 gives the summaries. 

2. BACKGROUND 
In general, a bus may consist of one set of parallel wires or more 
with repeaters between them. The bus wires are usually laid in 
parallel and the capacitive coupling between nonadjacent lines is 
weak compared to that between adjacent lines. The model of the 
capacitive parasitic of a bus can be simplified to the circuit shown 
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in Figure 1, where CI is the inter-line capacitance, while CL is the 
line-to-ground capacitance.  

 
 
 
 

Figure 1 The DSM bus capacitive model. 

The conductance matrix of the network can be written as ([6][8])   
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where λ is called the capacitance factor, which is calculated 
as LI CC=λ . Let E(Vold, Vnew) denote the total energy 
drawn from the power supply during the transition from data 
vector Vold to Vnew. E(Vold, Vnew) can be as the following  

        )()(),( oldnewTnewnewold VVCVVVE −=               

Let w1, w2, …, nw2  be the set of all possible binary vectors 
transmitted on a n-bit bus. The energy cost matrix can be defined as 

[ ]M
jiji wwE
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=
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3. ADAPTIVE ALGORITHM WEIGHTED 
CODE MAPPING  
In this section, we will first introduce the bus encoding algorithm 
based on weighted code mapping, followed by the hybrid algorithm 
and the window-based adaptive encoding method. 

A. Bus encoding using weighted code mapping 
One of the characteristics of energy cost matrix is that some 
columns consistently have lower total summation than others. It 
indicates that transmitting certain codeword always dissipate less 
energy than transmitting others, no matter what is the previous 
vector on the bus. Let Eng(i) denote the summation of all the entries 
in the ith column plus the summation of all the entries in the ith row 
of the energy cost matrix. It can be proved that the value of Eng(i) 
is proportional to the expected bus energy per clock if vector vi is 
transmitted [12]. 

Based on the above observation, we designed coding algorithm 
called the Weighted Code Mapping (WCM) algorithm. Let m and n 
denote the width of the binary vectors before and after encoding and 

amn += , where a is the number of redundant wires. We assume 
that the probabilistic distribution of the input data vector is known. 
The WCM algorithm finds a set of 2m codewords from the set of 2n 
binary vectors such that the expected steady-state bus energy is 
minimized. A one-to-one mapping is then formed from the input 
data vectors to these 2m codes based on the probability information.   

Given an n-bit binary vector a0a1a2...an, an intra-vector-switch (IVS) 
is defined as two adjacent bits ai and ai+1 with 1+≠ ii aa . Given a 
codeword w, its intra-vector-switch number, which is denoted as 

IVS(w), is the number of occurrence of the pattern “01” and “10” in 
this codeword. For example, IVS(0000100) = 2. It can be proved 
that the Eng(i) is solely determined by IVS(wi). 

Theorem 1: Eng(i) > Eng(j) iff )()( ji wIVSwIVS > . 

Based on theorem 1, the problem of searching for a set of 
codewords with the minimal Eng(i) values can be transformed into 
the problem of generating a set of binary vectors with the minimal 
number of intra-vector-switches. It is easy to see that there are 

2* ivs
nC 1−  codeword that has ivs intra-vector-switches. Figure 2 gives 

the pseudo code of the improved WCM algorithm. The following 
examples will show the working of our algorithm. 

 

 

 

 

 

 

 

 

 

 

Figure 2 The WCM algorithm based on pattern generation. 

Example 1 Consider m = 2, a = 1, λ = 3, probability of data is p 
{00, 01, 10, 11} = {0.1, 0.4, 0.4, 0.1} and the data stream to be 
transmitted is {01, 10, 01, 10, 00, 11, 10, 01, 01, 10}. From WCM 
algorithm, codewords are selected as {000, 111, 001, 011}, and the 
mapping is 00-001, 01-111, 10-000, 11-011. Energy matrix for m = 
2, a = 0 and λ = 3 is shown below. 
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We can calculate total energy without coding as: 

01→10→01→10→00→11→10→ 01→01→10 

    7     7       7      0       2     3     7       0       7     = 40*CL 

We can calculate total energy with WCM encoding as: 

111→000→111→000→001→011→000→111→111→000 

  0        3        0        4        4       0         3        0        0  

= 17*CL 

Total energy saving is  (40-17)/40*100 = 57.5%. 

Example 2 For this example we will take the same inputs as used 
for example 1, to find codewords will start from ivs = 0, so there are 
two possible codewords 000 and 111, still we need two more codes 

so ivs will be incremented by 1 and for ivs = 1, the 2* ivs
nC 1− = 4 and 

codewords are {001, 011, 100, 110}. We select the first two of them 

Weighted Code Mapping:-
1. Set codeword array A[2m]=0; 
2. ivs=0; 
3. C=0; 
4. id = 0; 
5. While (|A|)<2m { 

6.    If (C== 2* ivs
nC 1− ) { 

7.         ivs++; 
8.         C=0;} 
9.    Generate the next binary vector w with IVS(w)=ivs; 
10.   A[id++] = w; 
11. } 
12. Sort the input data based on their probability;  
13. Map the highest probability data to the code with the smallest IVS; 



and form the complete set of codewords as {000, 111, 001, 011}, 
which is same as what we obtained for WCM algorithm. 

For more information about WCM algorithm please refer to 
reference [12]. 

If the input data follows uniform distribution, after code mapping, 
the expected bus energy per clock can be calculated 

as ∑= ji jim wwEE ,exp ),(
2
1 , where wi and wj belongs to the set of 

selected codewords. We need to point out here that the set of 
codewords that have the minimum Eng may not be the set of 
codewords that gives the minimum Eexp. However, these two are 
very close. The second problem is equivalent to search for a 
minimum weight clique, which is NP hard. Experiments are carried 
out to search for the truly optimal codewords that minimizes Eexp. 
Parallel genetic algorithm (GA) using island multi-deme model [10] 
is used to search for the optimal codewords. Each individual in the 
population corresponds to a valid selection of codewords. In our 
search algorithm, the population size is set to 8000. The mutation 
probability is set to 4% and at each generation 10% of the best 
individuals are kept. The maximum generation is set to 100000. The 
program runs parallel on 8 cluster computers. Comparing the GA to 
WCM, the improvement that we have observed is about 6% for 4-
bit bus and under 1% for 5+ bus wires. 

B. Hybrid of WCM and delayed bus algorithm 
The delayed bus algorithm proposed in [11] works on the principle 
of eliminating opposite (“2λ”) transitions on adjacent bus wires. 
The algorithm delays all the 0-to-1 transitions on a bus by certain 
amount of time to avoid the “2λ” transitions. For example, if a bus 
is making a transition from 1010 to 0101, the second and fourth bus 
line will be delayed. Therefore the resulting data transitions on the 
bus are 1010-0000-0101, with no more cross-coupling energy.  

Even though the WCM algorithm works better than other heuristic 
algorithms (which will be shown in Section 4), as the bus width 
increases there are possibilities to have “2λ” transitions that will 
lead to more energy dissipation. For example, consider a 16-bit bus 
that can have transition from 1010100000000000 to 
0101010000000000 and hence “2λ” transitions. With large bus 
width, this type of codes can be easily selected as ivs = 5 and 6, 
respectively. The chances of having “2λ” transitions are even higher 
if the input data follows uniform distribution. In order to further 
save energy in such cases, we designed a hybrid bus encoding 
algorithm that applies WCM first and followed by the delayed bus 
technique. 

C. Window-based adaptive bus encoding 
One limitation of the WCM algorithm is that its optimality relies on 
the information of the probability distribution of the data stream. In 
real applications, data usually arrives in the form of continuous 
unbounded streams. It is therefore, unrealistic to allow our coding 
algorithms enough memory capacity to store the full history of the 
data stream. Furthermore, the data distribution may differ 
dramatically over time. It is desirable that we detect the change of 
distribution in the data stream and use different code mapping for 
segments in the data stream with different probabilistic 
distributions.  

In this work, we propose a window-based adaptive encoding 
algorithm for best energy saving on a bus. The pseudo code of the 
algorithm is given in Figure 3.  

 

 

 

 

 

 

 
 
 
 
 

Figure 3 An adaptive bus encoding algorithm. 
In our algorithm, the size of the window will affect the accuracy 
and speed of detecting data distribution changes. Using small 
windows can detect sudden, distinct changes while using large 
windows can detect subtle changes over long periods of time. When 
selecting the size of the window, our goal is to make it just large 
enough to reflect the probabilistic changes accurately, while we still 
can detect a change fast enough when it happens.  

The data stream is divided into segments (windows) of size 
WinSize. WinX is used as a reference window. It is always the most 
recent window in which a change in the data stream has been 
detected, with respect to the previous reference window. WinY is 
the moving window that moves from one segment to the next. 
Every WinY changes, the “Distance” function is used to evaluate the 
difference in probabilistic distribution between the data in WinY and 
WinX. If the result is within the pre-defined “Threshold”, we will 
keep the current bus encoding scheme. If the distance is larger than 
the threshold, we will re-calculate the mapping between data and 
code based on the data probabilities in WinY. At the same time, we 
assign WinY to WinX as the new reference window.  

In this algorithm, the choices of the distance function and the 
threshold are crucial to the out come of the encoding. Our goal is to 
minimizing the times that we need to re-calculate the encoding, 
while achieve the best possible bus energy reduction. We have tried 
several well-known probabilistic test methods for our application 
and eventually determined to use the method proposed in [9]. The 
definition of the distance function and the procedure in determining 
the threshold is introduced briefly in the following paragraphs. 

Let P1, P2 be two probabilistic distributions over a measure space, 
and define α-distance between P1 and P2 is defined as: 

)()(sup2),( 2121 APAPPPd
A

−=
∈α

α  

where α is a collection of measurable sets. 
The α-distance represents the largest change in probability of a set 
from the measure space, indicating the significance of the change. 
In our algorithm, we use the relative discrepancy, which is a 
variation of the α-distance as our distance function. It can be 
written as: 
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where P1 (A) and P2 (A) are the data distribution functions of WinY 
and WinX respectively.  
Next, we need to determine the value of the threshold. Let F be the 
maximum value of the distances over all the window pairs of WinY 
and its reference window WinX before any detection of data 
change. The threshold is set to be the 1-p quintile of the distribution 

Window-based adaptive bus encoding 
1: WinSize = the size of detection window; 
2: WinX = the first WinSize data in the stream; 
3: Perform code mapping based on the data statistics of WinX; 
4: while ( not the end of stream) { 
5:  WinY =  the next WinSize data in the stream; 
6: if (Distance (WinX, WinY) < Threshold)  
7:  Do nothing; 
8:  else {  
9:     Perform code mapping based on the data 
10:                               statistics of WinY;  
11:   WinX = WinY; 
12:          } 
13: }



function of F. If the data stream is generated independently by any 
fixed continuous probability distribution G, then the distribution of 
F does not depend on G [9]. It means that in theory, the threshold 
can be calculated from n samples of data from any probabilistic 
distributions, such as the uniform distribution. However, real-time 
multimedia data steams are rarely follow any distribution, which 
requires non-parametric test on the data under no assumptions on 
the form of the distributions. Then the threshold can be obtained 
more accurately by running the simulations over several training 
sequences of randomly sampled real multimedia data. 

4. EXPERIMENTAL RESULTS 
In our experimental setups, we first compare the WCM and hybrid 
algorithms with other existing heuristic algorithms. Random data 
sequences of 4, 8 and 16-bit wide are generated following three 
different types of random distributions: triangular distribution 
(sequences T-4, T-8 and T-16), uniform distribution (sequences U-
4, U-8 and U-16 and normal distribution (sequences N-4, N-8 and 
N-16). Bus energy comparisons are done for the bus-inverting (BI) 
[5], the odd-even-inverting (OEI), the forbidden pattern (FP), the 
original delayed bus algorithm (DB), the WCM algorithms with one 
redundant bit (WCM1) and two redundant bits (WCM2), and the 
correspondent hybrid algorithms (HYB1, HYB2). The simulation 
results for λ=5 are shown in Table 1. In the table, the last column 
shows the percentage improvement of the HYB2 over the best of 
BI, OEI, FP and DB. Table 2 shows the results for λ=10. 

Table 1 Comparisons of bus encoding algorithms (λ=5). 
Bus energy per vector (Vdd

2*CL) Data 
BI OEI FP DB WCM1 WCM2 HYB1 HYB2

Impv.
% 

T-4 7.34 8.31 4.25 6.75 4.23 3.18 4.05 3.12 26.5
U-4 7.38 8.49 5.37 6.90 5.43 4.04 5.08 3.77 29.8
N-4 7.52 8.62 7.50 7.64 4.24 3.24 4.08 3.17 57.8
T-8 16.21 17.06 14.86 15.61 12.58 10.72 11.70 10.23 31.2
U-8 16.32 17.31 15.95 15.73 14.52 12.01 13.13 11.31 28.1
N-8 16.69 17.39 15.53 16.65 11.32 9.71 10.71 9.35 39.8
T-16 35.59 36.39 38.14 33.66 30.87 27.57 27.84 25.49 24.3
U-16 35.68 36.57 34.51 33.80 33.48 29.59 29.55 26.99 20.2
N-16 34.39 36.10 35.67 34.14 24.90 22.72 23.44 21.66 36.5

Table 2Comparisons of bus encoding algorithms (λ=10). 
Bus energy per vector (Vdd

2*CL) Data 
BI OEI FP DB WCM1 WCM2 HYB1 HYB2

Impv.
% 

T-4 13.89 15.67 8.00 12.60 7.48 5.41 7.12 5.29 33.9
U-4 13.92 15.99 9.12 12.80 9.90 7.13 9.20 6.58 27.9
N-4 14.24 16.25 14.28 14.30 7.52 5.54 7.19 5.40 62.1
T-8 31.25 32.88 26.82 29.62 23.15 19.45 21.32 18.41 31.3
U-8 31.39 33.31 29.18 29.77 27.15 21.97 24.29 20.47 29.9
N-8 32.32 33.52 28.71 31.76 20.64 17.44 19.35 16.70 41.9
T-16 68.39 69.93 70.86 63.69 57.83 51.17 51.69 46.97 26.3
U-16 68.50 70.25 63.19 63.86 63.16 55.24 55.15 49.98 20.9
N-16 66.08 69.42 66.17 64.57 45.82 41.53 42.92 39.42 38.9

Next, we compare the bus energy consumptions of the “adaptive 
hybrid” (Adapt_HYB) algorithm with the “global hybrid” 
(Global_HYB) algorithm. In this setup, each benchmark sequence 
contains four subsequences with different data characteristics. For 
example, the “U-8-4” is an 8-bit data sequence that consists of four 
subsequences of uniformly distributed data with different means. 
The “Image-8-4” is an 8-bit sequence with subsequences selected 

from four different images. The “Mix-8-4” is a sequence with one 
image sequence, two audio sequences and one video sequence. The 
Other sequences are generated in similar ways. Note that the 
“Global_HYB” algorithm calculates the encoding just once, based 
on the probabilistic distribution of the whole sequence, while the 
“Adapt_HYB” algorithm may calculate the encoding multiple 
times, based on the variations of the data probabilistics. Table 3 
shows the experimental results for a=1 and λ=5. The results show 
average saving of about 23% in bus energy for the “adaptive 
hybrid” algorithm. 

Table 3 Comparison of adaptive and global coding (λ=5). 
Energy per vector (Vdd

2*CL) Data 
Global_HYB Adapt_HYB 

# of code re-
calculation 

Improvement
(%) 

T-8-4 12.46 8.62 3 30.8 
U-8-4 9.61 7.13 3 25.8 
N-8-4 10.86 7.49 3 31.0 
Image-8-4 7.80 7.47 8 6.2 
Video-8-4 8.78 7.89 3 10.1 
Audio-8-4 2.61 1.57 4 40.0 
Mix-8-4 9.13 7.88 3 13.7 

5. CONCLUSIONS 
We have proposed an adaptive hybrid bus encoding algorithm that 
generates one-to-one mapping from the original data to the coded 
data, based on the probabilistic distribution information. The 
algorithm also adopts the delayed bus technique to further reduce 
the bus energy consumption. A window-base change detection 
algorithm is proposed to dynamically re-calculate the bus coding 
based on the input distribution. Experimental results show good 
energy savings by the proposed bus encode method. 
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